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 Clustering is one of the roles in data mining which is very popularly used for 

data problems in solving everyday problems. Various algorithms and methods 

can support clustering such as Apriori. The Apriori algorithm is an algorithm 

that applies unsupervised learning in completing association and clustering 

tasks so that the Apriori algorithm is able to complete clustering analysis in 

Uninhabitable Houses and gain new knowledge about associations. Where the 

results show that the combination of 2 itemsets with a tendency value for Gas 

Stove fuel of 3 kg and the installed power meter for the attribute item criteria 

results in a minimum support value of 77% and a minimum confidence value 

of 87%. This proves that a priori is capable of clustering Uninhabitable Houses 

to help government work programs. 
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1. INTRODUCTION 

Data mining is a technique that is very necessary to support the success of artificial intelligence and 

data science principles [1], [2]. Data mining has 5 basic roles such as association, clustering, classification, 

forecasting, and prediction [3], [4]. Each war must be based on a dataset and a learning model from the data. 

The model for learning from data is of course observed based on supervised leaning or unsupervised leaning 

[5], [6]. In supervised leaning the role of data mining that can be processed is classification, forecasting and 

prediction, while in unsupervised leaning the role of data mining that can be completed is association and 

clustering [7]. 

Focusing on clustering, clustering is a technique for grouping data based on basic similarities and 

differences in the dataset [8]. The purpose of clustering is to divide data sets into group data sets that have 

similar and different characteristics [9]. Clustering does not require training data on data objects [10], so many 

applications use clustering, as in [11] Optimizing business data to increase the effectiveness and accuracy of 

business data by utilizing clustering techniques in business data analysis services that are smarter and show 

maximum grouping above 80%. Meanwhile in research [12] used the fuzzy clustering algorithm to group 

student success results and influencing factors in the dataset so that the results of the clustering research were 

a student work ratio of 96.7%, a student engagement ratio of 97.5% and a behavior ratio of 95.1%. 

Clustering can also be said to be data in forming data patterns so that they can be utilized by other 

methods [13]. There are many algorithms that can solve clustering problems, one of which is Apriori [14]. The 

Apriori is an algorithm with unsupervised leaning that is able to solve association and clustering problems. On 
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research [14] carried out clustering using the a priori algorithm on 609 medical records on digestive diseases 

where the research aimed to explore drug use rules where the results of clustering using the A priori algorithm 

showed confidence in the analysis results to be greater than 0.91 with a level of support greater than 20% of 

the information without applying the concept of data mining like clustering. Meanwhile on [15] optimizing the 

performance of the Apriori algorithm in conducting Clusters on Hadoop where the research results show that 

the Apriori algorithm is superior by implementing MapReduce-Based compared to Apriori in general. 

Various problems in everyday life can of course be solved with a priori algorithms [16], so these 

algorithms need to be analyzed and optimized for their performance in performing clustering to produce new 

knowledge which can be called associations [17]. However, the optimization process must be tested on the 

dataset. A dataset that really supports everyday problems is Uninhabitable Houses [18], [19]. Uninhabitable 

Houses are owned by the community and are not intended for habitation, so Uninhabitable Houses need 

guidance from the government in order to provide assistance to become Inhabitable Houses. So, it is necessary 

to cluster Uninhabitable Houses using the Apriori algorithm which is optimized based on the final result, 

namely new knowledge based on associations.  

 

 

2. MATERIAL AND METHOD 

2.1.  Dataset 

The dataset in this research is Uninhabitable Houses data in a village. The process of supporting the 

government's work program in self-procuring housing has displaced many people. However, the problem that 

arises from building houses independently by people who have limited resources is the lack of planning and 

technical knowledge regarding inhabitable houses. This causes the condition of houses built in the long term 

to become Uninhabitable Houses [20], [21]. 

 

2.2.  Apriori optimization 

The Apriori algorithm is a data mining method for detecting patterns in the dataset to be studied [22]. 

The application of association rules in data mining aims to detect information from items that are connected to 

each other in the form of association rules. Association rules are obtained from the results of calculations which 

consist of 2 measures, namely [11]: 

a. The support value is determined according to (1). Support values for two items are used in (1). The 

parameter T A states the number of transactions containing A, T A∩B transactions containing A and B, 

T A∩B∩C transactions containing A, B and C, and Ttotal the total number of transactions [23]. 

 

𝑆𝑢𝑝𝑝𝑜𝑟𝑡 (𝐴) =
 T 𝐴

𝑇𝑇𝑜𝑡𝑎𝑙
𝑥 100% (1) 

 

𝑆𝑢𝑝𝑝𝑜𝑟𝑡 (𝐴, 𝐵) =
 T 𝐴 ∩ 𝐵 

𝑇𝑇𝑜𝑡𝑎𝑙
𝑥 100% (2) 

 

𝑆𝑢𝑝𝑝𝑜𝑟𝑡 (𝐴, 𝐵, 𝐶) =
 T 𝐴 ∩ 𝐵 ∩ 𝐶 

𝑇𝑇𝑜𝑡𝑎𝑙
𝑥 100% (3) 

 

Where, 

T A is a state the number of transactions containing A,  

T A ∩ B is a transaction containing A and B, 

T A ∩ B ∩ C  is a transaction containing A, B and C,  

TTotal is the total transaction amount. 

b. In calculating confidence, itemset exchange is carried out. For example, a combination of 2 itemsets, 

namely A → B, then reversed to become B → A. Likewise with a combination of 3 itemsets, namely A, 

B → C, then reversed to become A, C → B and B, C → A. Each itemset support value maybe it will 

remain the same, but it will likely have a different confidence value. This is to find out which confidence 

value is the largest for each itemset. The confidence calculation for a combination of 2 itemsets is stated 

in (4). The confidence calculation for a combination of 3 itemsets is stated in (5) [24]. 

 

𝐶𝑜𝑛𝑓𝑖𝑑𝑒𝑛𝑐𝑒 (𝐴, 𝐵) =
 T 𝐴 ∩ 𝐵 

𝑇𝐴
 (4) 

 

𝐶𝑜𝑛𝑓𝑖𝑑𝑒𝑛𝑐𝑒 (𝐴, 𝐵, 𝐶) =
 T 𝐴 ∩ 𝐵 ∩ 𝐶 

𝑇𝐴 ∩ 𝐵
 (5) 

 

The Apriori algorithm is defined as a data mining algorithm that is often used in the association rule 

method [25]. A priori algorithms play a role in finding high frequency patterns. High frequency patterns are 
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patterns of items whose frequency is above a certain threshold in a database. The stages of a priori include the 

following [23]: 

– Formation of candidate itemsets. The combination of (k-1)- itemsets obtained from the previous iteration 

can form a candidate itemset [26].  

– Calculation of support for each k-itemset candidate. To measure the number of transactions that have 

items, support is needed from each candidate which is obtained by examining the database that will be 

used. How to find support can be done using calculations in (1) and (2). 

– High frequency pattern analysis. High frequency patterns are determined from k-itemset candidates that 

exceed the minimum support value.  

– If the high frequency pattern is no longer obtained, the entire process will stop. 

 

2.3.  General architecture 

In presenting this paper, of course a rule with a general architecture is formed. Where the general 

architecture describes this series of research so that it matches the expected results. The general architecture 

can be seen in Figure 1. 

 

 

 
 

Figure 1. General architecture 

 

 

In Figure 1 the steps are explained as follows. 

– List data in a village where there are Uninhabitable Houses. 

– Store it in the data warehouse and become a dataset. 

– Enter the clustering process and generate support and confidence. 

– After step 3, we enter new knowledge, namely roles, so that priority data can support the government 

assistance process. 

 

 

3. RESULT AND DISCUSSION 

In this paper, the dataset of attribute items used is from variables determined from population data, 

which consists of the results of direct observations of the community or residents who are entitled to receive 

house renovation assistance in Fisherman Indah Village. The population data was taken from 2016-2019. Then 

we will use data samples from the selection, pre-processing/cleaning data, and transformation stages. 

Where the data that has been processed is tested in the Rapidminer tool with 19 attributes that have 

been obtained from 9 population data itemsets as transaction items and then tested using the association method 

with a maximum of 3 items with a minimum support value of 0.4 or 40% and a minimum confidence value of 

0.8 or 80%. In this paper we will discuss mainly the results of manual calculations carried out to determine 
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support and confidence value calculations. The results of using the RapidMiner tool to obtain algorithm testing 

results in item data collection, forming itemset candidates, calculating support for each k-itemset candidate, 

calculating confidence value and finally the formation of associations. 

According to manual calculations using the a priori algorithm, it can be seen in Table 1 which is a 

representation of input data in the form of input data when goods transactions occur. The process of the Al 

Priori algorithm on this data is based on various formulas. The following is an example of input data used for 

the data mining process in the form of a transaction item table for selecting home renovation assistance as 

follows in Table 1. 

 

 

Table 1. Transaction item house data 
No Variable Attribute items 

1 X1 One's own, Permanent, Rooftile, Wall, Ceramics, Municipal Waterworks, Electricity Meter, Gas Stove stove, Self-

employed 
2 X2 Rent, Semi Permanent, Rooftile, Woven bamboo, Cement, Municipal Waterworks, Electricity Meter, Gas Stove 

stove, Self-employed 

3 X3 One's own, Permanent, Zinc, Wall, Dirt Floor, Well water, Electricity Meter, Gas Stove stove, Self-employed 
4 X4 One's own, Permanent, Zinc, Woven bamboo, Dirt Floor, Municipal Waterworks, Non Electricity Meter, Gas Stove, 

Fisherman 

5 X5 Rent, Semi Permanent, Zinc, Wall, Dirt Floor, Well water, Electricity Meter, Gas Stove stove, Self-employed 
6 X6 Rent, Permanent, Rooftile, Wall, Ceramics, Well water, Electricity Meter., Gas Stove, Self-employed 

7 X7 One's own, Semi Permanent, Zinc, Wall, Cement, Well water, Electricity Meter, Gas Stove Stove, Self-employed 
8 X8 One's own, Semi Permanent, Zinc, Woven bamboo, Cement, Municipal Waterworks, Electricity Meter, Gas Stove, 

Fisherman 

9 X9 One's own, Semi Permanent, Rooftile, Woven bamboo, Dirt Floor, Well water, Electricity Meter, Kerosene Stove, 
Fisherman 

 

 

From the results of the representation in Table 1, it can be seen that the frequency pattern is carried 

out based on the support value in analyzing data on potential recipients of house renovation assistance. Where 

table 1 also shows home ownership items. However, from the detailed patterns seen in Table 1, the next process 

is to carry out calculations using the a priori algorithm. and testing through several itemset schemes which are 

detailed as follows: 

 

3.1.  Support value 1 itemset 

The results of the calculation of the support value are obtained using a calculation sample with a 

minimum support of ≥ 40% as follows. 

 

𝑆𝑢𝑝𝑝𝑜𝑟𝑡 (A) =
Number of Transactions Containing A

Total Transactions 
𝑥 100% 

 

So, 

𝑆𝑢𝑝𝑝𝑜𝑟𝑡 (𝐺𝑎𝑠 𝑆𝑡𝑜𝑣𝑒 3 𝐾𝑔) =
8

9 
𝑥 100% = 88% 

𝑆𝑢𝑝𝑝𝑜𝑟𝑡 (𝐸𝑙𝑒𝑐𝑡𝑟𝑖𝑐𝑖𝑡𝑦 𝑀𝑒𝑡𝑒𝑟) =
8

9 
𝑥 100% = 88% 

𝑆𝑢𝑝𝑝𝑜𝑟𝑡 (𝑂𝑛𝑒′𝑠 𝑜𝑤𝑛) =
6

9 
𝑥 100% = 66% 

𝑆𝑢𝑝𝑝𝑜𝑟𝑡 (𝑆𝑒𝑙𝑓 − 𝐸𝑚𝑝𝑙𝑜𝑦𝑒𝑑) =
6

9 
𝑥 100% = 66% 

𝑆𝑢𝑝𝑝𝑜𝑟𝑡 (𝑆. 𝑃𝑒𝑟𝑚𝑎𝑛𝑒𝑛𝑡) =
5

9 
𝑥 100% = 55% 

 

As for the following Table 2, the formation of support values from 1 itemset of data is as follows:  

 

 

3.2.  Support value 2 itemset 

The results of the calculation on the Support value are obtained using a calculation sample with a 

minimum Support ≥ 40% as follows.  

 

𝑆𝑢𝑝𝑝𝑜𝑟𝑡 (A) =
Number of Transactions Contains A and B

Total Transactions
𝑥 100% 
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So, 

𝑆𝑢𝑝𝑝𝑜𝑟𝑡 (𝐺𝑎𝑠 𝑆𝑡𝑜𝑣𝑒 3 𝐾𝑔, 𝐸𝑙𝑒𝑐𝑡𝑟𝑖𝑐𝑖𝑡𝑦 𝑀𝑒𝑡𝑒𝑟) =
7

9 
𝑥 100% = 77% 

𝑆𝑢𝑝𝑝𝑜𝑟𝑡 (𝐺𝑎𝑠 𝑆𝑡𝑜𝑣𝑒 3 𝐾𝑔, 𝑂𝑛𝑒′𝑠 𝑜𝑤𝑛) =
5

9 
𝑥 100% = 55% 

𝑆𝑢𝑝𝑝𝑜𝑟𝑡 (𝐺𝑎𝑠 𝑆𝑡𝑜𝑣𝑒 3 𝐾𝑔, 𝑆𝑒𝑙𝑓 − 𝐸𝑚𝑝𝑙𝑜𝑦𝑒𝑑) =
6

9 
𝑥 100% = 66% 

𝑆𝑢𝑝𝑝𝑜𝑟𝑡 (𝐺𝑎𝑠 𝑆𝑡𝑜𝑣𝑒 3 𝐾𝑔, 𝑆. 𝑃𝑒𝑟𝑚𝑎𝑛𝑒𝑛𝑡) =
4

9 
𝑥 100% = 44% 

𝑆𝑢𝑝𝑝𝑜𝑟𝑡 (𝐺𝑎𝑠 𝑆𝑡𝑜𝑣𝑒 3 𝐾𝑔, 𝐸𝑙𝑒𝑐𝑡𝑟𝑖𝑐𝑖𝑡𝑦 𝑀𝑒𝑡𝑒𝑟) =
7

9 
𝑥 100% = 77% 

 

The following is Table 3. The formation of support values from 2 data itemsets is as follows: 

 

 

Table 2. Results of support values with 1 itemset 
No Itemset  1 Amount Support Percent 

1 Gas Stove 3 Kg 8 0.88 88% 
2 Electricity Meter. 8 0.88 88% 

3 One's own 6 0.66 66% 

4 Self-employed 6 0.66 66% 
5 S.Permanent 5 0.55 55% 

6 Zinc 5 0.55 55% 

7 Well water 5 0.55 55% 
8 Wall 5 0.55 55% 

9 Woven bamboo 4 0.44 44% 

10 Rooftile 4 0.44 44% 
11 Municipal Waterworks 4 0.44 44% 

12 Permanent 4 0.44 44% 

13 Dirt Floor 4 0.44 44% 
14 Fisherman 3 0.33 33% 

15 Cement 3 0.33 33% 

16 Rent 3 0.33 33% 

 

 

Table 3. Results of support values with 2 itemsets 
No Itemset 1 Itemset 2 Ammount Support Percent 

1 Gas Stove 3 Kg Electricity Meter. 7 0.77 77% 
2 Gas Stove 3 Kg One's own 5 0.55 55% 

3 Gas Stove 3 Kg Self-employed 6 0.66 66% 

4 Gas Stove 3 Kg S.Permanent 4 0.44 44% 
5 Gas Stove 3 Kg Zinc 5 0.55 55% 

6 Gas Stove 3 Kg Well water 4 0.44 44% 

7 Gas Stove 3 Kg Wall 5 0.55 55% 
8 Gas Stove 3 Kg Woven bamboo 3 0.33 33% 

9 Gas Stove 3 Kg Rooftile 3 0.33 33% 

10 Gas Stove 3 Kg Municipal Waterworks 4 0.44 44% 
11 Gas Stove 3 Kg Permanent 4 0.44 44% 

12 Gas Stove 3 Kg Dirt Floor 3 0.33 33% 

13 Gas Stove 3 Kg Cement 3 0.33 33% 

14 Gas Stove 3 Kg Rent 3 0.33 33% 

15 Electricity Meter One's own 5 0.55 55% 

16 Electricity Meter Self-employed 6 0.66 66% 
17 Electricity Meter S.Permanent 5 0.55 55% 

18 Electricity Meter Zinc 4 0.444 44% 

19 Electricity Meter Well water 5 0.55 55% 
20 Electricity Meter Wall 5 0.55 55% 

21 Electricity Meter Woven bamboo 3 0.33 33% 

22 Electricity Meter Rooftile 4 0.44 44% 
23 Electricity Meter Municipal Waterworks 3 0.33 33% 

24 Electricity Meter Permanent 3 0.33 33% 

25 Electricity Meter Dirt Floor 3 0.33 33% 
26 Electricity Meter Cement 3 0.33 33% 

27 Electricity Meter Rent 3 0.33 33% 
28 One’s own Self-employed 3 0.33 33% 

29 One’s own S.Permanent 3 0.33 33% 

30 One’s own Zinc 4 0.44 44% 
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3.3.  Support value 3 itemset 

The results of the calculation on the Support value are obtained using a calculation sample with a 

minimum Support ≥ 40% as follows. 

 

𝑆𝑢𝑝𝑝𝑜𝑟𝑡 =
Number of Transactions Contains A, B and C

Total Transactions 
𝑥 100% 

 

So, 

𝑆𝑢𝑝𝑝𝑜𝑟𝑡(G𝑎𝑠 𝑆𝑡𝑜𝑣𝑒 3 𝐾𝑔, 𝐸𝑙𝑒𝑐𝑡𝑟𝑖𝑐𝑖𝑡𝑦 𝑀𝑒𝑡𝑒𝑟, 𝑂𝑛𝑒′𝑠 𝑜𝑤𝑛) =
4

9 
𝑥 100% = 44 % 

𝑆𝑢𝑝𝑝𝑜𝑟𝑡(G𝑎𝑠 𝑆𝑡𝑜𝑣𝑒 3 𝐾𝑔, 𝐸𝑙𝑒𝑐𝑡𝑟𝑖𝑐𝑖𝑡𝑦 𝑀𝑒𝑡𝑒𝑟, 𝑆𝑒𝑙𝑓 − 𝐸𝑚𝑝𝑙𝑜𝑦𝑒𝑑) =
6

9 
𝑥 100% = 66 % 

𝑆𝑢𝑝𝑝𝑜𝑟𝑡(G𝑎𝑠 𝑆𝑡𝑜𝑣𝑒 3 𝐾𝑔, 𝐸𝑙𝑒𝑐𝑡𝑟𝑖𝑐𝑖𝑡𝑦 𝑀𝑒𝑡𝑒𝑟, 𝑆. 𝑃𝑒𝑟𝑚𝑎𝑛𝑒𝑛𝑡) =
4

9 
𝑥 100% = 44 % 

𝑆𝑢𝑝𝑝𝑜𝑟𝑡(G𝑎𝑠 𝑆𝑡𝑜𝑣𝑒 3 𝐾𝑔, 𝐸𝑙𝑒𝑐𝑡𝑟𝑖𝑐𝑖𝑡𝑦 𝑀𝑒𝑡𝑒𝑟, 𝑍𝑖𝑛𝑐) =
4

9 
𝑥 100% = 44 % 

 

The following is Table 4 for the formation of support values from 3 data itemsets as follows: 
 

 

Table 4. Results of support values with 3 Itemsets 
No Itemset 1 Itemset 2 Itemset 3 Ammount Support Percent 

1 Gas Stove 3 Kg Electricity Meter. One's owni 4 0.44 44% 
2 Gas Stove 3 Kg Electricity Meter. Self-employed 6 0.66 66% 

3 Gas Stove 3 Kg Electricity Meter. S.Permanent 4 0.44 44% 

4 Gas Stove 3 Kg Electricity Meter. Zinc 4 0.44 44% 
5 Gas Stove 3 Kg Electricity Meter. Well water 4 0.44 44% 

6 Gas Stove 3 Kg Electricity Meter. Wall 5 0.55 55% 

7 Gas Stove 3 Kg Electricity Meter. Rooftile 3 0.33 33% 
8 Gas Stove 3 Kg Electricity Meter. Municipal Waterworks 3 0.33 33% 

9 Gas Stove 3 Kg Electricity Meter. Permanent 3 0.33 33% 

10 Gas Stove 3 Kg Electricity Meter. Cement 3 0.33 33% 
11 Gas Stove 3 Kg Electricity Meter. Rent 3 0.33 33% 

12 Gas Stove 3 Kg One's own Self-employed 3 0.33 33% 

13 Gas Stove 3 Kg One's own Zinc 4 0.44 44% 
14 Gas Stove 3 Kg One's own Wall 3 0.33 33% 

15 Gas Stove 3 Kg One's own Municipal Waterworks 3 0.33 33% 

16 Gas Stove 3 Kg One's own Permanent 3 0.33 33% 
17 Gas Stove 3 Kg Self-employed S.Permanent 3 0.33 33% 

18 Gas Stove 3 Kg Self-employed Zinc 3 0.33 33% 

19 Gas Stove 3 Kg Self-employed Well water 4 0.44 44% 
20 Gas Stove 3 Kg Self-employed Wall 5 0.55 55% 

21 Gas Stove 3 Kg Self-employed Rooftile 3 0.33 33% 

22 Gas Stove 3 Kg Self-employed Permanent 3 0.33 33% 
23 Gas Stove 3 Kg Self-employed Rent 3 0.33 33% 

24 Gas Stove 3 Kg S.Permanent Zinc 3 0.33 33% 

25 Gas Stove 3 Kg S.Permanent Cement 3 0.33 33% 
26 Gas Stove 3 Kg Zinc Well water 3 0.33 33% 

27 Gas Stove 3 Kg Zinc Wall 3 0.33 33% 

28 Gas Stove 3 Kg Zinc Dirt Floor 3 0.33 33% 
29 Gas Stove 3 Kg Well water Wall 4 0.44 44% 

30 Gas Stove 3 Kg Wall Permanent 3 0.33 33% 

 

 

Confidance Value (Cf), the association rule search is formed after obtaining a high frequency pattern 

to calculate the confidence value where the minimum confidence value that has been determined is 0.8 or 80%. 

 
𝐶𝑜𝑛𝑓𝑖𝑑𝑒𝑛𝑐𝑒 = 𝑃(𝐵 | 𝐴) 

𝐶𝑜𝑛𝑓𝑖𝑑𝑎𝑛𝑐𝑒 𝑃(X, 𝑌) =
Transaction Amount Contains X and Y

Transactions Containing X 
𝑥 100% 

𝐶𝑜𝑛𝑓𝑖𝑑𝑎𝑛𝑐𝑒 (𝑂𝑛𝑒′𝑠 𝑜𝑤𝑛, 𝐺𝑎𝑠 𝑆𝑡𝑜𝑣𝑒 3 𝐾𝑔 =
5

6
𝑥 100% = 83% 

𝐶𝑜𝑛𝑓𝑖𝑑𝑎𝑛𝑐𝑒 (𝑂𝑛𝑒′𝑠 𝑜𝑤𝑛, 𝐸𝑙𝑒𝑐𝑡𝑟𝑖𝑐𝑖𝑡𝑦 𝑀𝑒𝑡𝑒𝑟 =
5

6
𝑥 100% = 83% 

𝐶𝑜𝑛𝑓𝑖𝑑𝑎𝑛𝑐𝑒 (𝑆𝑒𝑙𝑓 − 𝐸𝑚𝑝𝑙𝑜𝑦𝑒𝑑, 𝑊𝑎𝑙𝑙 =
5

6
𝑥 100% = 83% 
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The following is the process of forming association rules using pattern analysis as shown in Table 5. 

 

 

Table 5. Formation of association rules 
No Premises Conclusion Support Confidance 

1 One’s own Gas Stove 3 Kg 0.55 0.83 

2 One’s own Electricity Meter. 0.55 0.83 

3 Self-employed Wall 0.55 0.83 
4 Self-employed Gas Stove 3 Kg, Wall 0.55 0.83 

5 Gas Stove 3 Kg, Self-employed Wall 0.55 0.83 

6 Self-employed Electricity Meter., Wall 0.55 0.83 
7 Electricity Meter., Self-employed Wall 0.55 0.83 

8 Gas Stove 3 Kg, Electricity Meter. Self-employed 0.66 0.85 

9 Gas Stove 3 Kg Electricity Meter. 0.77 0.87 
10 Electricity Meter. Gas Stove 3 Kg 0.77 0.87 

11 Self-employed Gas Stove 3 Kg 0.66 1.00 

12 Zinc Gas Stove 3 Kg 0.55 1.00 

13 Wall Gas Stove 3 Kg 0.55 1.00 

14 Municipal Waterworks Gas Stove 3 Kg 0.44 1.00 

15 Permanent Gas Stove 3 Kg 0.44 1.00 
16 Self-employed Electricity Meter. 0.66 1.00 

17 S.Permanent Electricity Meter. 0.55 1.00 

18 Well water Electricity Meter. 0.55 1.00 
19 Wall Electricity Meter. 0.55 1.00 

20 Rooftile Electricity Meter. 0.44 1.00 
21 Self-employed Gas Stove 3 Kg, Electricity Meter. 0.66 1.00 

22 Gas Stove 3 Kg, Self-employed Electricity Meter. 0.66 1.00 

23 Electricity Meter., Self-employed Gas Stove 3 Kg 0.66 1.00 
24 Gas Stove 3 Kg, S.Permanent Electricity Meter. 0.44 1.00 

25 Electricity Meter., Zinc Gas Stove 3 Kg 0.44 1.00 

26 Gas Stove 3 Kg, Well water Electricity Meter. 0.44 1.00 
27 Wall Gas Stove 3 Kg, Electricity Meter. 0.55 1.00 

28 Gas Stove 3 Kg, Wall Electricity Meter. 0.55 1.00 

29 Electricity Meter., Wall Gas Stove 3 Kg 0.55 1.00 

 

 

The association rule search is formed after obtaining a high frequency pattern that has been obtained 

in a combination of 2 items. Use an equation formula to calculate the confidence value where the minimum 

confidence value determined by the user is 80%. To find association rules, only use the values of 2 itemsets by 

setting a minimum confidence of 80%. So, the clusters that form the rule association can be seen in Table 6. 

 

 

Table 6. Association rules 
No Role Support Confidance 

1 If the job is Self-employed then it has a Wall house 77% 5/6 0.83 

2 If the Gas Stove fuel is 3 kg then it has an Electricity Meter 77% 7/8 0.87 
3 If the power is installed Electricity Meter then it has a 3 Kg Gas Stove 66% 7/8 0.87 

4 If the work is self-employed then it has a 3 Kg Gas Stove 55% 6/6 1 

5 If the roof is Zinc then it has a 3 kg Gas Stove 55% 6/6 1 
6 If the wall is a wall then it has a 3 kg Gas Stove 44% 6/6 1 

7 If the water source is Municipal Waterworks then it has a 3 Kg Gas Stove 44% 6/6 1 

8 If the building is permanent then it has a 3 kg gas stove 33% 6/6 1 
9 If the work is self-employed then it has an electricity meter. 33% 6/6 1 

10 If the building is semi-permanent then it has an Electricity Meter. 66% 6/6 1 

11 If the water source is Well water then it has an Electricity Meter. 55$ 6/6 1 
12 If it's a wall then it has an Electricity Meter. 55% 6/6 1 

 

 

In this paper, of course, optimization is carried out using an a priori algorithm to find association rules 

for itemset data patterns with a minimum support of 40% and a minimum confidence of 80%. On the analysis 

process page display, the next step that will be displayed is the modeling step of the analysis process carried 

out by the system using attribute item data. The model process display using the a priori method is carried out 

to determine the data items resulting from the analysis which is seen in Figure 2. 

Figure 2 shows a visualization of itemset association rules with high frequency values produced by 

rapidminer testing. Display of the results of the itemset association rule values with the confidence values 

produced by Rapidminer testing. from Figure 2 also forms an association rule which is tested on the 

Uninhabitable Houses data shown in Figure 3. 
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Figure 2. Apriori process in clustering 

 

 

Figure 3 shows the association rule search is formed after obtaining a high frequency pattern that has 

been obtained in a combination of 2 items. Use an equation formula to calculate the confidence value where 

the minimum confidence value determined by the user is 80%. To find association rules, only use the values 

of 2 itemsets by setting a minimum confidence of 80%. 

 

 

 
 

Figure 3. Results of association rules 

 

 

4. CONCLUSSION 

Based on the results of the analysis of the calculation pattern using the a priori algorithm method, it 

can be seen that it is based on a combination of 2 itemsets with a tendency value for Gas Stove fuel of 3 kg and 

the installed power meter for the attribute item criteria with the result being a minimum support value of 77% 

and a minimum confidence value of 87%. In the data mining testing system in selecting and clustering 

Uninhabitable Houses, several forms are displayed to process the input attribute item data. However, testing in 

this paper shows clustering in Uninhabitable Houses with an a priori algorithm that is optimized by adding new 

knowledge in the form of associations in house renovation assistance with the help of rapidminer testing tools. 
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